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**Performance Comparison**

From the implementation of the neural network and the three optimization algorithms for the given dataset plus the research done to implement them, I have arrived at the following result

1. Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) are effective in finding a global optima and thus may be more suitable for feature selection and parameter optimization in neural networks. Among those from what I have read genetic algorithm is a bit slow to converge [for large datasets] and thus PSO is a better choice in terms of them time but doesn’t guarantee global optima at the end .
2. Ant Colony Optimization (ACO) is the algorithm that showed the best results among the three, mainly because of the discrete search space [research papers].
3. And I really didn’t read enough about CA and thus wasn’t able to implement it to my fullest ability.